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Abstract. Target detection algorithms based on deep learning are more and more widely used in the field 

of autonomous driving. At present, the target detection of roadside pedestrians and vehicles in the field of 

autonomous driving mainly faces the problems of too many types of vehicles, complex detection target 

backgrounds, overlapping of people and vehicles, and too many small targets. In view of the existing 

problems, this paper improves the YOLO v5 algorithm, optimizes the feature extraction network of YOLO 

v5, adds a small target detection head, improves the ability of the backbone network to extract target features, 

and strengthens the detection of small targets; adds the Selayer attention mechanism to improve the model 

sensitivity to channel features and enhances the network's ability to detect occluded targets. The experimental 

results show that the improved YOLO v5 model can achieve an average P of 91.3% for the detection of 10 

kinds of roadside pedestrians and vehicles, and the mAP@0.5 of 80.1%. Compared with the original YOLO 

v5, the P is increased by 8.4%, and the mAP@0.5 is increased by 5.2%. 
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1. Introduction  

With the development of autonomous driving technology and the increase of car ownership in our 

country, the roadside perception system has also become a necessary technical means to assist various 

Internet of Vehicles application scenarios [1]. As the key link in the field of autonomous driving, roadside 

pedestrian and vehicle target detection is of great significance to accurately and quickly detect pedestrians 

and vehicles. In physic traffic, there are many types of vehicles occluding each other, people and vehicles 

overlap, pedestrian distribution is complex, weather conditions are changeable, and light changes are sharp 

and other problems will cause interference to the detection of vehicles and pedestrians. To solve these 

problems, it is necessary to design a target detection algorithm that is suitable for the detection. The target 

detection algorithm based on deep learning has strong learning ability, and the most widely used in target 

detection algorithms mainly include the one-stage and two-stage [2]. Two-stage means that the target 

detection algorithms need to be completed for two steps. The first step is to obtain the selected area, and the 

second step is to classify, including R-CNN algorithm, SPP-Net algorithm, Fast R- CNN algorithm , Faster 

R-CNN algorithm, et al. [3]-[6]. 

The one-stage target detection algorithm is based on the regression frame, and does not need to find 

candidate regions specially, and can detect the target object only once, including SSD algorithm, YOLO v1 

algorithm, YOLO v2 algorithm, YOLO v3 algorithm, YOLO v4 algorithm, YOLO v5 algorithm, et al [7]-

[11]. Different from the two-stage detection algorithm that represented by R-CNN, the YOLO network has a 

simple structure, and is about 10 times faster than Faster R-CNN, and has better real-time performance. 

These target detection algorithms have a high accuracy in vehicles and pedestrians detection, but when the 

traffic is congested, the vehicles and pedestrians occlusion, and the detection target size is too small, the 

detection accuracy will decrease. In order to solve this problem, the optimization of the YOLO v5 network 

structure mainly include two aspects. To solve the problems of mutual occlusion between vehicles and 

pedestrians with complex backgrounds, the attention mechanism is added into the network to improve the 

feature extraction and feature fusion capabilities, so that the network can select the information that is more 

critical to the current task goal from a large amount of information. To detect the problem that the size of the 

target is too small and the small targets are relatively dense, the main purpose is to add a small target 

detection head to the network to improve the network's detection ability for densely distributed small targets. 
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2. YOLO v5 Algorithm Model Framework 

Compared with YOLO v3 and YOLO v4 algorithms, YOLO v5 has improved the backbone, neck part, 

activation function and loss function, et al. The network structure of YOLO v5 is shown in the Fig.1. 

 Fig. 1: The network structure of YOLO v5. 

The input of the YOLO v5 network contains an image preprocessing stage, which uses adaptive image 

scaling to scale and normalize the input image,and uses Mosaic data augmentation to improve the accuracy 

of the network [13]. Backbone of YOLO v5 not only uses the CSPDarknet53 structure, but also take the 

Focus structure as the benchmark network. The Neck network is located between the benchmark network 

and the head network, and uses the SPP module and the FPN+PAN module. Using the Neck network can 

improve the robustness of the algorithm and the diversity of learning features. The head output contains a 

classification branch and a regression branch for the output of target detection results. 

At the input end of YOLO v5, adaptive image scaling is performed in the model inference stage, and the 

original input image is scaled to a fixed size by black border filling, and then sent to the detection network. 

The default in YOLOv3 and YOLO v4 the padded value is (0,0,0), while the default padded value in YOLO 

v5 is (114,114,114). Not only the CSPDarknet53 structure, but also the Focus structure is used in the 

benchmark network of YOLOv5. Before the picture enters the Backbone, the input picture is sliced by the 

slice operation. Taking the YOLO v5s model as an example, the image with the original size of 640×640×3 

is input into the Focus structure, and the slicing operation is used first to turn it into a feature map of 

320×320×12, and then after a convolution operation, it finally becomes 320×320×32.The feature map of 32, 

the Focus structure of YOLO v5s finally uses 32 convolution kernels, and the slice operation of Focus is 

different from that of YOLO v4. Two CSP structures, CSPNet (Cross Stage Partial Network), are designed in 

YOLO v5. CSP1-X structure is used in Backbone network, and CSP2-X structure is used in Neck. CSPNet 

can ensure the accuracy and reduce the amount of computation by integrating gradient changes into the 

feature map from start to end. 

The learning ability of CNN is enhanced, and the computational bottleneck and memory cost are reduced. 

The Neck part of YOLO v5 adopts the structure of FPN+PAN. FPN is top-down, and the entire feature 

pyramid is enhanced by passing down the high-level semantic information. PAN is bottom-up, and the strong 

localization features of the bottom layer are passed on. The structure of FPN+PAN is shown in Fig.2. 

In the Neck structure of Yolo v5, the CSP2 structure is adopted to enhance the ability of network feature 

fusion. The output of Yolo v5 uses GIoU_Loss as the loss function of the Bounding box: 

GIoU = IoU −
|𝐴𝑐 − 𝑈|

|𝐴𝑐|
                                                                            (1)  
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The meaning of the above formula is that first calculate the minimum closure area of the two boxes, then 

calculate the IoU, then calculate the proportion of the area that does not belong to the two boxes in the 

closure area to the closure area, and finally subtract this proportion from the IoU is the GIoU. 
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Fig. 2: The structure of FPN+PAN. 

3.  Improvements of YOLO v5 Algorithm 

3.1.  Add Small Target Detection Head 

The data set used in this paper is a roadside data set produced by Wanji Technology and Beijing 

Artificial Intelligence Research Institute for the field of intelligent driving. It is collected by a roadside smart 

base station that independently developed by Wanji Technology. There are a large number of small target 

pedestrians and vehicles, so on the basis of the original YOLO v5 network, a small target detection head for 

small targets is added. Combined with the other three prediction heads, the detection accuracy of small 

targets in traffic scenarios is further improved. In the data set, because the distance between vehicles and 

pedestrians is different away from the acquisition base station, there are large-scale vehicles, and there are 

also densely distributed vehicles and pedestrians. Adding one more prediction head on the basis of the 

original three prediction heads can effectively alleviate the negative impact caused by drastic target scale 

changes, and is more sensitive to small objects. Although the computational cost and storage cost are 

increased, the detection performance of small objects has been greatly improved. The improved Neck and 

prediction part is shown in the Fig.3. 
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Fig. 3: The improved Neck and Prediction structure. 

3.2.  Add Attention Mechanism Selayer 

In essence, the attention mechanism is similar to the human observation mechanism.The basic idea of the 

attention mechanism in target detection is to make the model more focused, ignore secondary information, 
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and focus on the most important information. The essence is to use the relevant feature map to learn the 

weight distribution, and then apply the learned weight into the original feature map and finally perform a 

weighted summation,assist the model to assign different weights to each part of the input and extract more 

important information, which is helpful for the model to make more accurate judgments, and the calculation 

and storage of the model will not cost more. 

 According to the different model structures of the attention mechanism, there are three kinds of attention 

domains of the attention mechanism in computer vision: the spatial domain, the channel domain and the 

mixed domain. The attention mechanism added into YOLO v5 in this paper is Selayer,an attention 

mechanism whose attention domain is channel domain [14]. The weights are the same in the plane dimension. 

In each channel dimension, different weights are learned. The larger the weight, the higher the correlation. 

Therefore, Selayer ignores the local information of each channel and directly performs global average 

pooling on the information in one channel. The main implementation step of Selayer is to perform global 

average pooling on the input feature layer, and then perform two full connections, first connect a smaller 

number of neurons, and then to fully connect the same number of neurons as the input layer, finally take 

Sigmoid and fix the value between 0-1 to get the weight of the input feature layer to buy a channel, this 

weight is between 0-1, and the weight after the final processing can be the original input feature layer.  

In this paper, the attention mechanism Selayer is added into the last layer of the Backbone of YOLO v5 , 

as is shown in the figure, the main function is to classify the target in the process of vehicle pedestrian 

detection, using different labels, the vehicles and pedestrians in the dataset are divided into 12 types, the 

YOLO v5 with the attention mechanism has significantly improved the detection effect of vehicles and 

pedestrians. The improved Backbone structure is shown in the Fig.4. 
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Fig. 4: The improved Backbone. 

4. Experiment and Result Analysis 

4.1. Data Set 

The data set used in this paper is the world's first public large-scale roadside data set released by Wanji 

Technology and Beijing Artificial Intelligence Research Institute. The data set contains a total of 2,000 

photos of real traffic in my country, covering 12 categories of targets [15]. The categories of labels are: 

Pedestrain, Bicycle, Motorcycle, Tricycle, Car, Van, Cargo, Truck, Bus, Semi-trailing Tractor, Special-

vehicle, RoadblockVehicle. 1900 images were randomly selected as the training set and validation set, and 

the remaining 100 images were used as the test set.  

4.2. The Metrics of Model Identification Accuracy 

In this paper, P, R, mAP are selected as the measurement metrics of the model recognition accuracy, and 

the calculation of these metrics are introduced next. 

With a confusion matrix, the predicted values were divided into TP (true positives), TP (true negatives), 

FP (false positive), and FN (false negatives). TP can be understood as the correct prediction for the positive 

class, TN is the correct prediction for the negative class, FP is the wrong prediction for the positive class, and 

FN is the wrong prediction for the negative class. According to these indicators, P, R, mAP@0.5 can be 

calculated. 

The precision rate (Precision, P) is defined as the proportion of the amples whose true value is positive 

among all the targets whose predicted value is positive. It is calculated as shown below. 
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              P =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                    (2) 

The recall rate (Recall, R) is defined as the proportion of the samples whose predicted value is also 

positive among all the targets whose true value is positive. The recall rate can intuitively show the 

comprehensive degree of the model.It is calculated as shown below. 

       R =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                     (3) 

The PR curve is to select different thresholds, and then obtain different combinations of P and R, and 

then draw the P in each pair of combinations as the ordinate and R as the abscissa. When the difference 

between the positive and negative samples is relatively large, the performance of the classifier can be 

reflected. AP@0.5 is the area enclosed by the PR curve and the coordinate axis when the threshold of the 

confusion matrix is 0.5. It is calculated as shown below. 

AP@0.5 =
1

𝑛
∑ 𝑃𝑖 =

1

𝑛

1

𝑛

𝑃1 +  
1

𝑛
𝑃2 + ⋯ +  

1

𝑛
𝑃𝑛                                              (4) 

The mAP@0.5 is defined as the mean value of AP@0.5 of all categories, which reflects the trend of the 

model's precision rate with the recall rate. Assuming that the number of categories is C. It is calculated as 

shown below. 

mAP@0.5 =
1

𝑛𝑐
∑ 𝑃𝑖 =

1

𝑛𝑐

1

𝑛

𝑃1 +  
1

𝑛𝑐
𝑃2 + ⋯ +  

1

𝑛𝑐
𝑃𝑛                                      (5) 

4.3. Experimental Results Analysis 

The experimental environment of this paper is as follows: the experimental platform is 64-bit Win10 

system, 32G memory, Cuda 10.1, GPU is NVIDIA 1080ti, PyTorch1.8.1. 

The results analysis of small target detection. Aiming at the problem of too many small targets in 

roadside pedestrians and vehicles target detection, a small target detection head is added on the basis of the 

original 3 detection heads of YOLO v5. There are mainly three types of small targets in the data set, named 

Pedestrian, Car and Roadblock. For these three small targets, the comparison of metric P is shown in the 

Table 1. As can be seen from the Table 1,compared with the original YOLO v5, after adding the small target 

detection head and attention mechanism, the P of Car is increased by 6%, the P of Pedestrian is increased by 

8.6%, and the P of Roadblock is increased by 6%. 

Table 1:  The Comparison of Metric P 

  

YOLO v5 

YOLO v5 

with detecte    

head 

YOLO v5 

with Selayer 

YOLO v5 with 

Selayer and detect 

head 

Car 85% 90.2% 88.3% 91% 

Pedestrian 85.1% 86.4% 81.3% 93.7% 

Roadblock 85.1% 86.4% 96.2% 98.4% 

 

The results analysis of all targets with complex background. In view of the problem of inaccurate 

detection caused by the complex background of occluding targets in the detection of pedestrian and vehicle 

targets on the side of the road, this paper adds the attention mechanism Selayer to YOLO v5 to solve the 

problem. In addition to the experimental comparison between several improved YOLO v5, it was also 

compared with YOLO v3 and YOLO v4. After data cleaning, a total of 10 categories were included. The 

average value of detection indicators for these 10 categories by different algorithm models are shown in the 

Table 2. 
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Table 2:  Results of Different Algorithms 

Algorithms 
Metrics 

P Rcall mAP@0.5 

YOLO v3 63.5% 52.4% 54.8% 

YOLO v4 72.1% 61.3% 67.5% 

YOLO v5 82.9% 70.5% 74.9% 

YOLO v5 with  detecte head 85.4% 73.9% 79.1% 

YOLO v5 with Selayer 85.9% 71.6% 78.9% 

YOLO v5 with Selayer and 

detect head 
91.3% 69.6% 80.1% 

According to the data in the TABLE II, the improved algorithm is greatly improved compared with 

YOLO v3 and YOLO v4. Compared with YOLO v5 before the improvement, P and mAP @0.5 are 

improved by 8.4% and 5.2% respectively. 

For heavily occluded vehicles and pedestrians, the improved YOLO v5 model can also accurately detect 

them.The Fig.5. is the original image, and the target detection result is shown in the Fig.6. 

 
Fig. 5: The image of pedestrians and vehicles blocking each other. 

 
Fig. 6: The detection result of pedestrians and vehicles blocking each other. 

5. Conclusion 

Aiming at the problem of inaccurate detection caused by too many small targets and occlusion of 

detection targets in roadside pedestrian and vehicle target detection, this paper improved on the basis of 

YOLO v5 by adding a small target detection head to alleviate the influence caused by excessive change of 

target size, so as to improve the sensitivity to small targets. A channel-based attentional mechanism, Selayer, 

was added to YOLO v5 to make the model pay more attention to primary information and ignore secondary 
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information. And the pre-training model yolov5s.pt was used to train the network. The improved algorithm is 

very practical. In the follow-up research, the data set will be improved to be more complex with real traffic 

scenarios. The trained model will be deployed on the flip-flop driving vehicle to promote the development of 

intelligent transportation. 
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